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Abstract—We present a full physical simulation picture of the electromagnetic phenomena combining electromagnetic fields (EM) and carrier transport in semiconductor devices (TCAD) in the transient regime. The simulation tool computes the electromagnetic fields in a self-consistent way and the resulting magnetic fields are incorporated in the computation of the current sources that get modified by the Lorentz force (LF).
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I. INTRODUCTION

The singled-out purpose of electrostatic discharge (ESD) devices is that these devices should protect electronic circuitry against fast-transient voltage/current spikes. Although the overall signal variation occurs within a nanosecond, the corresponding currents can ramp up to a multi-Ampere level. Fast varying current patterns give rise to equally fast varying induced magnetic fields being proportional to the time rate of change of the current. As a consequence a substantial part of the electric fields can be attributed to the variation of the induced magnetic fields and the full electromagnetic picture is required for understanding the effects of fast-transient input signals. A similar reasoning can be done for high-power switch devices. Continuing the reasoning along these lines: when the fields are varying sufficiently fast, both the induced magnetic fields and electric fields will ultimately have such large components such that the current flow is controlled by both fields.

In particular, in semiconductors, the Hall coefficient is directly related to the carrier mobility and therefore the semiconductor device equations (2) modifications there off to account for the Lorentz force (3) the Maxwell equations to compute the electromagnetic fields. All this is done in the time domain since in the frequency domain the "small-signal" analysis up front excludes high current/voltage signals at the ports. In the remainder of the paper, we refer to the Maxwell equations with the acronym EM (electromagnetism) and to the semiconductor equations with the acronym DD (drift-diffusion model). Finally, the modifications that are induced by the Lorentz force are referred to with the acronym LF. The EM-TCAD simulation refers to a concurrent solution of the Maxwell’s equations that describe the EM dynamics and the transport models that describe the charge carrier dynamics in semiconductor devices. So far only a few frameworks have been developed to allow such coupling, see e.g., [1]–[3], based on different selections of EM and TCAD solvers. One experimentally verified co-simulation framework was firstly proposed in [4], [5] in the frequency domain. The Maxwell’s equations are formulated in terms of scalar potential \( V \) and vector potential \( \mathbf{A} \) to obtain straightforward coupling with the drift and diffusion (DD) semiconductor model (called the A-V formulation henceforth). The spatial discretization scheme based on the Finite-Volume Method (FVM) and Finite-Surface Method (FSM) is fully compliant with the geometric meaning of the differential operators. The motivation for selecting the FVM is found in the desire to connect the field solver results directly to the variables that are commonly used in the electronic design environment, i.e. currents and voltages.

In other words: the voltages (V) at the contacts are in one-to-one correspondence with node voltages at a SPICE net list and the currents entering/leaving the circuit fragment simulated by a field solver are in one-to-one correspondence with the end point(s) of some net list branch(es). A convenient link is established between the field solver and Kirchhoff’s voltage and current laws. Successful simulations of semiconductor devices always have exploited charge conservation as an essential ingredient of the modeling that could be achieved using the FVM. It is noted that the FVM is mimetic [6] and relaxes the demand that for finite grid sizes, every variable should be calculable at every space-time point. In other words: only in the limit of zero grid-node distance (\( \lim h \to 0 \)) such detailed information may be extracted. For example, the finite-integration method [7], which belongs to the class of FVM, puts the electric fields on the links of the grid and the magnetic field on the surfaces of the grid. No statement is made about these fields for space points that are neither on the links or
surfaces. The benefit is that the geometrical character of the field variables are faithfully implemented and the constraints are obeyed without additional effort. Finally, the conservation of charge is built-in from start.

Besides these practical advantages the FVM can be justified from Noether’s theorem [8] which states that to every conserved quantity there corresponds an invariance principle. Strictly speaking the relation is reverse, i.e. to every invariance principle there corresponds a conserved quantity. Thus in order to respect charge conservation we must build in the underlying invariance principle. For the electromagnetic fields the invariance is realized for the scalar potential and the vector potential which may be transformed without altering the physical content. Accepting voltages (V) as degrees of freedom in the modeling set up requires that for the inclusion of magnetic effects, the vector potential (A) must be also part of the set of degrees of freedom.

A time-domain A-V simulator has been proposed in [9], [10] to meet the desire to handle large-signal response and to complement the small-signal analysis applied in its frequency-domain counterpart. The implicit Backward Euler (BE) approach was employed for time discretization and the Newton’s method was used to solve the nonlinear system that arises from the semiconductor dynamics. Whereas [10] deals with field transformations to capture ultra-fast time variations, this work was on finding a proper discretization of higher-order field expressions such as $E \times B$. Again, current balance is a key guideline in the discretization procedure and the mimetic methods that respect the geometrical meaning of the various observables are capable of arriving at very accurate results. In particular, comparing the outcome of the numerical approach with analytic results (for the rare case where such results can be found) demonstrates that the proposed discretization method is very reliable. Although it was anticipated in [11], [12] that the self-induced Lorentz force will become only significant, it will be at all, in fast-transient regimes, the work in [11], [12] is limited to the static regime. In this paper we will report about the full transient implementation of the proposed methods. This brings us to the following organization of this paper. Section II reviews the A-V formulation of EM-TCAD problem and the conventional solution scheme. Section III describes the extension to include the Lorentz force. In section IV we address the discretization of the Lorentz force as well as the numerical subtleties that are encountered when solving the full EM-TCAD-LF problem. Numerical experiments that verify the proposed approach are presented in Section V. The conclusions are presented in Section VI.

II. TIME-DOMAIN FORMULATION OF EM-TCAD PROBLEM

The starting point of the time-domain EM-TCAD formulation is the full-wave Maxwell’s equations

\[
\begin{align*}
\nabla \cdot \mathbf{D} & = \rho, \quad \nabla \cdot \mathbf{B} = 0 \\
\nabla \times \mathbf{E} & = -\partial_t \mathbf{B}, \quad \nabla \times \mathbf{H} = \mathbf{J} + \partial_t \mathbf{D} \\
\mathbf{D} & = \varepsilon \mathbf{E}, \quad \mathbf{B} = \mu \mathbf{H}
\end{align*}
\]

where $\mathbf{D}$, $\mathbf{E}$, $\mathbf{B}$, $\mathbf{H}$, $\mathbf{J}$ and $\rho$ are the displacement field, electric field, magnetic induction, magnetic field, free current density and charge density, respectively.

In the semiconductor region the Maxwell equations are complemented with the current continuity of electrons and holes

\[
\begin{align*}
\frac{1}{q} \nabla \cdot \mathbf{J}_e - \partial_t n - R(n, p) & = 0 \\
\frac{1}{q} \nabla \cdot \mathbf{J}_p + \partial_t p + R(n, p) & = 0
\end{align*}
\]

where $n$ and $p$ are the electron and hole densities, and $R(n, p)$ denotes the net generation/recombination rate of carriers and $q$ is the elementary charge. The particle current densities in semiconductor are described by the DD model

\[
\begin{align*}
\mathbf{J}_n & = q \mu_n \mathbf{E} + kT \mu_n \nabla n \\
\mathbf{J}_p & = q \mu_p \mathbf{E} - kT \mu_p \nabla p
\end{align*}
\]

where $\varepsilon$ is the permittivity, $\mu$ is the magnetic permeability, $\mu_n$, $\mu_p$, $k$ and $T$ denote the carrier mobilities, Boltzmann constant and temperature, respectively.

To facilitate the coupling between the EM and TCAD solvers, the Maxwell equations are written in potential form using the variables $V$ and $A$ with the result that $\mathbf{B} = \nabla \times \mathbf{A}$ and $\mathbf{E} = -\nabla V - \partial_t \mathbf{A}$ [4], [5]. A new variable, the pseudo-canonical momentum

\[
\mathbf{\Pi} = \partial_t \mathbf{A}
\]

is also introduced to avoid the second-order time derivative [9]. The complete system of equations is then laid out in (5) utilizing a generalized “de Mari” scaling scheme [5], [10].
typical length of about one micron and a switching frequency around five GHz, we may set \( \lambda_L = 10^{-6} \) meter and \( \lambda_T = 10^{-10} \) second. The dimensionless parameter \( \nu \) corresponds to the characteristic relaxation time of conductive materials. In particular, if \( \lambda_{\text{COND}} \) is the ‘natural unit’ of conductance (for example \( \lambda_{\text{COND}} = 10^7 \) S/m for Aluminum) we find that \( \nu = \lambda_{\text{COND}} \times \lambda_T / \epsilon_0 \). The meaning of the parameter \( \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \) becomes clear when combining Gauss’ law with the current continuity and eliminating the electric field, i.e. \( \sigma \nu \)

\[
\n\text{and by scaling the semi-conductor current continuity equations with the nodal carrier densities. The upper equation in (5a) is the common Gauss law, and the lower one is the current continuity equation that is applied to nodes for which there is attached at least one grid cell consisting of a conductor (metal). For these nodes Gauss law is used to recover the charge densities which are not explicit unknowns. Note that a node may be located at a metal-insulator or metal/semiconductor or a metal/semiconductor/insulator (triple point) interface. As a consequence the discretization or equation assembling receives contribution from both metallic and semi-conductor cells. Therefore both current types are found in (5a). The scaled current-continuity equations are given in (5b) and (5c) whereas (5d) , equal in appearance as (4) is the scaled version of the pseudo-canonical momentum definition. The Maxwell-Amper equation is given in (5e). It includes the subtraction of the divergence of Lorentz gauge condition

\[
\n\nabla \cdot A + K \varepsilon, \omega \partial_t V = 0
\]

(7)

to eliminate the intrinsic singularity of the curl-curl operator [13] and obtaining a Laplacian-like operator \( \nabla^2 = \nabla(\nabla \cdot) - \nabla \times (\nabla \times) \). The numerical subletties in the various transient regimes have been addressed in [10]. In particular, the fact that the AV-formulation ultimately breaks down if the transient times get too small \((10^{-14} \) seconds). However, it is assumed that for such short time signals the drift-diffusion model becomes questionable [14] and the relevance the full EM-TCAD set up is at stake. Therefore, we limit the fast-transient signals in a range of \( O(10^{-14}) - O(10^{-9}) \) seconds.

III. INCLUSION OF THE LORENTZ FORCE

In this section we will present the equations that will serve as a starting point for the implementation of the Hall effect and the self-induced Lorentz forces. First of all, we emphasize that the Lorentz force, although having a magnetic origin is not related to skin effects and proximity effects. The latter correspond to altering the current flow due to the presence of time varying magnetic fields thereby altering the electric field. The currents are related to the electric field according to Ohm’s law in metallic domains and according to the drift-diffusion current-continuity equations in semiconducting domains. However, the Lorentz force impacts Ohm’s law and the drift-diffusion model itself. The starting point of the discussion of the Lorentz force is the well-known Lorentz force law:

\[
\mathbf{F}(t) = q \mathbf{E}(t) + q \mathbf{v}(t) \times \mathbf{B}(t)
\]

(8)

This force can be inserted into the Boltzmann transport equation that requires the description of external forces applied to the point particles moving in configuration space and by adapting the moment expansion, the upgraded equations of Ohm’s law and the drift-diffusion model are obtained. In metallic regimes one finds

\[
\mathbf{J}(t) = \sigma \mathbf{E}(t) + \mu H \mathbf{J}(t) \times \mathbf{B}(t)
\]

(9)

where \( \mu_H \) is the Hall coefficient\(^1 \) In order to keep track of the transient modifications, we explicitly denote the time dependence. In semiconducting regions the current densities for holes and electrons in the drift-diffusion model with inclusion of the Lorentz force are

\[
\begin{align*}
\mathbf{J}_n(t) &= q \mu_n n(t) (\mathbf{E}(t) + \mathbf{v}_n(t) \times \mathbf{B}(t)) + kT \mu_n n(t) \\
\mathbf{J}_p(t) &= q \mu_p p(t) (\mathbf{E}(t) + \mathbf{v}_p(t) \times \mathbf{B}(t)) - kT \mu_p p(t)
\end{align*}
\]

(10)

where \( \mathbf{J}_n(t) = -qn(t)\mathbf{v}_n(t) \) and \( \mathbf{J}_p(t) = qp(t)\mathbf{v}_p(t) \) are implicitly defining the mean carrier velocities. The latter can be eliminated in favor of the current densities and both equations can be expressed as [15]

\[
\begin{align*}
\mathbf{J}_c(t) + s \mu_e \mathbf{B}(t) \times \mathbf{J}_c(t) &= K_{\text{CD}}(t) \\
K_{\text{CD}}(t) &= q \mu_e c(t) \mathbf{E}(t) - skT \mu_e \nabla c(t)
\end{align*}
\]

(11)

In here, \( c(t) = p(t) \) and \( s = +1 \) (holes) or \( c(t) = n(t) \) and \( s = -1 \) (electrons), \( \mathbf{J}_c \) is \( \mathbf{J}_n \) or \( \mathbf{J}_p \), \( K_c \) is \( K_n \) or \( K_p \) and \( \mu_e \) is \( \mu_p \) or \( \mu_n \). The latter are taken here as scalars. Were it not for the second term at the left-hand side, equation (11) would be the usual drift-diffusion expression for the current density. It is easily possible to perform a full inversion of the current density in terms of the drift-diffusion current density \( K_{\text{CD}}(t) \):

\[
\begin{align*}
\mathbf{J}_c(t) &= \frac{1}{1 + \mu^2 B^2} \left( K_{\text{CD}}(t) + s \mu K_{\text{CD}}(t) \times \mathbf{B}(t) \right) \\
&\quad + \mu^2 \left( K_{\text{CD}}(t) \cdot \mathbf{B}(t) \right) \mathbf{B}(t)
\end{align*}
\]

(13)

The parameter \( |\mu B| << 1 \) allows to write

\[
\mathbf{J}_c(t) = K_{\text{DD}}(t) + s \mu K_{\text{DD}}(t) \times \mathbf{B}(t)
\]

(14)

The current-continuity equations and the Poisson equations complete the description of the drift-diffusion model, i.e.

\[
\nabla \cdot \mathbf{J}_c(t) + sR(t) + s \partial_t c(t) = 0
\]

(15)

\[
\nabla (-\varepsilon \nabla V(t)) = \rho (V(t), \phi_p(t), \phi_n(t))
\]

(16)

\(^1\)The symbol \( \mu \) is used ubiquitously in the present paper, but its meaning is clear from the context.
Inside metallic regions, the use of the approximation $|\mu H| < 1$ leads to the following expression for the current density

$$J(t) = \sigma E(t) + \mu H \sigma E(t) \times B(t)$$

The current density satisfies the current continuity equation $\nabla \cdot J + \partial_t \rho = 0$. The magnetic field consists of two terms of which one is representing the self-induced field and the other the external field $B_{\text{ext}}$

$$B(t) = \nabla \times A(t) + B_{\text{ext}}(t)$$

As can be seen from (5e), we now end up with a system of equations that should be solved self-consistently, i.e. $J(t) = J(V(t), \Pi(t), A(t))$ since $A(t) = A(\Pi(t))$ and $\Pi(t) = \Pi(V(t), A(t), J(t))$. The self-consistency requirement sustains into the static regime as was already observed in [12].

IV. DISCRETIZATION OF THE LORENTZ CURRENT DENSITIES

In order to prepare the discretization process, we slightly modify equation (17) and cast it in the following form:

$$J(t) = J^{EM}(t) + \mu H J^{EM} \times B(t) = J^{EM}(t) + J^{LF}(t)$$

$$J^{EM}(t) = \sigma E(t)$$

$$J^{LF}(t) = \mu H J^{EM}(t) \times B(t)$$

The equations (14, 17) and (19) show that the total current density consists of two contributions. The usual finite-integration method will lead to the nodal current-balance equations

$$\sum_j d_{ij} J^{EM}_{ij}(t) + \sum_j d_{ij} J^{LF}_{ij}(t) + s R_i(t) \Delta v_i + s \partial_t R_i(t) \Delta v_i = 0$$

where $d_{ij}$ is the dual area and $\Delta v_i$ is nodal volume of node $i$ and $J^{EM}_{ij}$ represents the current density expression as obtained without inclusion of the Lorentz force, e.g. for semiconductors it reads

$$J_{\text{c,ij}}^{EM} = R_{\text{c,ij}}^{DD} = \frac{\mu e_{ij}}{h_{ij}} (c_i B(sX_{ij}) - c_j B(-sX_{ij}))$$

$$B(x) = \frac{x}{\exp(x) - 1}, \quad X_{ij} = \frac{q}{kT} (V_i - V_j + \text{sgn}_{ij} \Pi_{ij})$$

$$\Pi_{ij} = e \times \Pi$$

In here, $e$ is an intrinsic unit vector along the direction of the grid link and $\text{sgn}_{ij} = +1$ if $e$ points from node $i$ to node neighbor $j$. If $e$ points from node $j$ to node neighbor $i$, we have $\text{sgn}_{ij} = -1$. The variable $h_{ij}$ is the length of the link. Furthermore, $J^{LF}_{ij}$ represent the correction due to the Lorentz force, e.g. for semiconductors it is

$$J_{\text{c,ij}}^{LF}(t) = s \mu_c \left( K^{DD}_{ij}(t) \times B(t) \right) \cdot n_{ij}$$

We drop the explicit time dependence in the notation but it is tacitly assumed.

The vector $n_{ij}$ is the unit vector along the link $\langle ij \rangle$ pointing from node $i$ to node $j$ and is parallel or anti-parallel to $e$. We will consider the discretization of (26). The current balance in each node is achieved by summing all contributions from each mesh element and its associated set of links that are attached to the node under consideration. In particular, a contributing link in some mesh element is a boundary segment of two adjacent faces in the element. The situation is illustrated in Fig. 1 for the link $\langle ij \rangle$ and the faces $F1 = \langle ik \rangle$ and $F2 = \langle ij \rangle$. Since we need the contribution of $K \times B$ in the direction $\langle ij \rangle$, we merely need the components of $K$ and $B$ in the plane of the dual area $d_{ij}$. The dual area of a link is defined as the surface element of the dual grid and is perpendicular to the link. All mesh cells of the primary grid that have the link as a boundary segment contribute to the dual area of the link. To compute $(K \times B) \cdot n_{ij}$ we exploit two local coordinate frames in this plane: one coordinate frame $\{s, t\}$ is used to perform a decomposition of $B$ and another coordinate frame $\{u, v\}$, whose base vectors are perpendicular to the first ones, is used to compute $K$ in the volume segment spanned by the link $\langle ij \rangle$.
and its dual area $d_{ij}$ in the element. Using these two frames, we obtain that (see Fig. 2)

$$\mathbf{K} \times \mathbf{B} = (K_u \mathbf{u} + K_v \mathbf{v}) \times (B_s \mathbf{s} + B_t \mathbf{t})$$
$$= K_u B_s (\mathbf{u} \times \mathbf{s}) + K_v B_t (\mathbf{v} \times \mathbf{t})$$
$$+ K_u B_t (\mathbf{u} \times \mathbf{t}) + K_v B_s (\mathbf{v} \times \mathbf{s})$$

(27)

As can be seen from Fig. 2, the first two contributions will dominate the result whereas the last two terms vanish for orthogonal faces. For the last two terms it is observed that their contribution seems maximal for acute angles between the adjacent faces, but then the dual area diminishes which results again into a small correction. Specifically, for the meshes that are used in this work, the last two terms do not contribute. Therefore, we will implement the first two terms only which definitely suffices for structured grids and which will capture a large portion of the Lorentz force effects on unstructured grids [16]. The magnetic fields perpendicularly to the primary grid surfaces $F_1$ and $F_2$, i.e. $B_s$ and $B_t$, are obtained from the circulation of the vector potential along these surfaces. The self-induced magnetic field is given by

$$B_{\perp} = \frac{1}{\Delta S} \sum_{k} A_k h_k$$

(28)

where $A_k \equiv \mathbf{A} \cdot \mathbf{e}_k$ and $N$ is the number of links with lengths $h_k$ around the surface and $\Delta S$ is the surface area. For completeness, we mention that the electric field is obtained in the finite-integration method from the voltage differences of the nodes of the discretization grid and the link variable representing the first-order time derivative of the vector potential as is seen in equation (24).

Finally, in order to obtain the variables $K_u$ and $K_v$, a weighted sum is taken from the current-density projection along $(il)$ and $(jkl)$ for $K_u$ and in the same way for $K_v$, from $(ik)$ and $(jk)$. The weights include the angles $\alpha$ and the lengths of the sides of the surface. The details of the $K$-calculation are found in (29).

$$K_u = \frac{h_{ik}}{h_{ik} + h_{jk}} \sin(\alpha_{ijk}) K_{ik} + \frac{h_{jk}}{h_{ik} + h_{jk}} \sin(\alpha_{ijk}) K_{jk}$$

$$K_v = \frac{h_{il}}{h_{il} + h_{jl}} \sin(\alpha_{ijl}) K_{il} + \frac{h_{jl}}{h_{il} + h_{jl}} \sin(\alpha_{ijkl}) K_{jl}$$

(29)

The motivation for this procedure is found in the requirement that the final current density along the link $(ij)$ should be anti-symmetric in its indices, i.e. $K_{ji} = -K_{ij}$. This anti-symmetry guarantees the aforementioned charge conservation. The Lorentz current is a vector and the magnetic induction is a pseudo-vector. Therefore, $K$ needs to be a vector. It can be achieved by using the same $K$ expressions when assembling the contribution to the link $(ij)$ from the node $i$ to the node $j$ as when assembling the contribution to the link $(ji)$ from the node $j$ to the node $i$. The requirement itself is needed to guarantee current balance. Let us now return to (26). Referring to eq. (18), we observe that

$$\mathbf{K}(t) = \mathbf{K}(V(t), \phi^p(t), \phi^n(t), \mathbf{A}(t), \Pi(t), \mathbf{B}_{\text{ext}}(t))$$

(30)

and find that the Lorentz contribution to the total current depends only on the instantaneous time for which the current is evaluated. In other words: the Lorentz force does not generate terms containing explicit time derivatives. Remember that the time derivative of $A$ is given by $\Pi$.

To compute the time derivatives of the degrees of freedom, we apply a BDF rule. In general the BDF discretization performs the following substitution:

$$\frac{\partial f}{\partial t} = \frac{1}{h_0} \sum_{i=0}^{\alpha} \alpha_i f(t_{i-1})$$

(31)

The parameters $\alpha$ depend on the time step sizes and $t_0$ corresponds to the latest time instance. Our implementation is limited to the second order BDF. In this case we have

$$\alpha_{-1} = -\frac{t_0 - t_{-1}}{t_{-1} - t_{-2}}, \quad \alpha_{-2} = -\frac{t_0 - t_{-1}}{t_{-1} - t_{-2}}, \quad \alpha_0 = -\alpha_{-1} - \alpha_{-2}$$

(32)

For equal time step sizes the values are $\alpha_{-1} = -2$ respectively $\alpha_{-2} = \frac{1}{2}$ and $\alpha_0 = \frac{3}{2}$.

We have now available all ingredients to build the discretized equations. Using the implicit BDF scheme, the solution at the latest time instance is found by applying a Newton-Raphson solver to the full set of equations. The degrees of freedom are the temporal nodal variables $V(t), \phi^p(t), \phi^n(t)$ and the link variables $A_i(t)$ and $\Pi(t)$. If we denote the Poisson equation or the current-continuity equation in metallic domains, i.e. (5a) as $\mathcal{P}(V, \phi^p, \phi^n, \Pi, A) = 0$, the hole current-continuity (5e) as $\mathcal{J}^p(V, \phi^p, \phi^n, \Pi, A) = 0$, the electron current continuity (5b) as $\mathcal{J}^n(V, \phi^p, \phi^n, \Pi, A) = 0$, the Maxwell-Ampere equation (5e) as $\mathcal{M}(V, \phi^p, \phi^n, \Pi, A) = 0$ and the $\Pi$ defining relation (5d) as $Q(A) = 0$, then the Newton-Raphson updates $\Delta V$, $\Delta \phi^p$, $\Delta \phi^n$, $\Delta \Pi$, $\Delta A$ are computed from the following linear system:

$$\begin{bmatrix}
\frac{\partial \mathcal{P}}{\partial \mathcal{P}} & \frac{\partial \mathcal{P}}{\partial \mathcal{J}^p} & \frac{\partial \mathcal{P}}{\partial \mathcal{J}^n} & \frac{\partial \mathcal{P}}{\partial \mathcal{M}} & \frac{\partial \mathcal{P}}{\partial \Pi} & \frac{\partial \mathcal{P}}{\partial A} \\
\frac{\partial \mathcal{J}^p}{\partial \mathcal{P}} & \frac{\partial \mathcal{J}^p}{\partial \mathcal{J}^p} & \frac{\partial \mathcal{J}^p}{\partial \mathcal{J}^n} & \frac{\partial \mathcal{J}^p}{\partial \mathcal{M}} & \frac{\partial \mathcal{J}^p}{\partial \Pi} & \frac{\partial \mathcal{J}^p}{\partial A} \\
\frac{\partial \mathcal{J}^n}{\partial \mathcal{P}} & \frac{\partial \mathcal{J}^n}{\partial \mathcal{J}^p} & \frac{\partial \mathcal{J}^n}{\partial \mathcal{J}^n} & \frac{\partial \mathcal{J}^n}{\partial \mathcal{M}} & \frac{\partial \mathcal{J}^n}{\partial \Pi} & \frac{\partial \mathcal{J}^n}{\partial A} \\
\frac{\partial \mathcal{M}}{\partial \mathcal{P}} & \frac{\partial \mathcal{M}}{\partial \mathcal{J}^p} & \frac{\partial \mathcal{M}}{\partial \mathcal{J}^n} & \frac{\partial \mathcal{M}}{\partial \mathcal{M}} & \frac{\partial \mathcal{M}}{\partial \Pi} & \frac{\partial \mathcal{M}}{\partial A} \\
\frac{\partial \Pi}{\partial \mathcal{P}} & \frac{\partial \Pi}{\partial \mathcal{J}^p} & \frac{\partial \Pi}{\partial \mathcal{J}^n} & \frac{\partial \Pi}{\partial \mathcal{M}} & \frac{\partial \Pi}{\partial \Pi} & \frac{\partial \Pi}{\partial A} \\
\frac{\partial A}{\partial \mathcal{P}} & \frac{\partial A}{\partial \mathcal{J}^p} & \frac{\partial A}{\partial \mathcal{J}^n} & \frac{\partial A}{\partial \mathcal{M}} & \frac{\partial A}{\partial \Pi} & \frac{\partial A}{\partial A}
\end{bmatrix}
\begin{bmatrix}
\Delta V \\
\Delta \phi^p \\
\Delta \phi^n \\
\Delta \Pi \\
\Delta A
\end{bmatrix}
= -
\begin{bmatrix}
\mathcal{P} \\
\mathcal{J}^p \\
\mathcal{J}^n \\
\mathcal{M} \\
Q
\end{bmatrix}$$

The fragments $\frac{\partial \mathcal{P}}{\partial \mathcal{P}}, \frac{\partial \mathcal{J}^p}{\partial \mathcal{P}}$, and $\frac{\partial \mathcal{J}^n}{\partial \Pi}$ are induced by the Lorentz force whereas other parts get additional contributions from the Lorentz force. Furthermore, we note that $\frac{\partial \mathcal{J}^p}{\partial \phi^p} = \frac{\partial \mathcal{J}^n}{\partial \phi^n} = 0$. Another interesting observation is that $\frac{\partial \mathcal{J}^p}{\partial A}$ and $\frac{\partial \mathcal{J}^n}{\partial A}$ are diagonal matrices. Therefore it is straightforward to solve for $\Delta A$ in terms of $\Delta \Pi$. The solution is

$$\Delta A = - \left( \frac{\partial Q}{\partial \Pi} \right)^{-1} \left[ Q + \frac{\partial Q}{\partial \Pi} \Delta \Pi \right]$$

(33)

In this way we can eliminate the last column of matrix system.
We found that a submission of the matrix system without using this elimination to the indirect solver combo consisting of re-ordering, preconditioning and linear solving soon led to too much fill-in due to the fact that $\frac{\partial Q}{\partial A}$ and $\frac{\partial P}{\partial A}$ are of the same numerical size. Therefore, there will be a complete fill-in triggered in the lower-right corner of the matrix. Remember that the corresponding size is of the order of the number of links and is three times the order of number of nodes. As a consequence even such a partial fill-in is deteriorating the solving process. However, there are no issues anymore with fill-in at the pre-conditioning stage for the second version of the matrix system. As a post-processing step after solving we apply (33) for obtaining the update on the vector potential.

Another interesting observation is that the complete non-linear system of equations, i.e. $F(X) = 0$, where $X = \{V, \phi^p, \phi^n, \Pi, A\}$ can be reformulated as

$$F_0(X) + \Delta F(X) = 0 .$$

In here, $F_0(X)$ consists of all terms that do not contain any reference to the Lorentz force while $\Delta F(X)$ refers exclusively to terms induced by the Lorentz force. An iterative solution method can be realized that simplifies the Newton-Raphson matrix substantially. The pseudo code reads:

- **Compute the initial guess** $X = X_0$ using $F_0(X) = 0$.
- **while** $|X_{n+1} - X_n| \geq \epsilon$ **solve** $X_{n+1}$ using $F_0(X_{n+1}) = -\Delta F(X_n)$.

An alternative approach performs the full Newton-Raphson matrix assembling but computes an intermediate solution based on the following pseudo code:

- **Compute an initial guess** $X = X_0$ using $F_0(X) = 0$.
- **Compute an update** $\Delta X$ from $\frac{\partial F}{\partial X} X_0$, $\Delta X = -\Delta F$.
- **Solve** $F(X) = 0$ using $X_0 + \Delta X$ as initial guess.

V. APPLICATIONS

**a) Silicon wire:** Continuing with the example that was given in [12] we first consider a silicon wire. The purpose is to demonstrate the convergence behavior of the solution scheme that is proposed in this paper and to obtain a first impression of the size of the modifications induced by the magnetic field effects as well as the Lorentz force in the transient regime. In Fig. 3, a typical ESD current pulse is shown. The spike of the currents ramps up within a nanosecond. We consider a silicon wire with a square cross section of $40 \times 40 \mu m^2$. Contacts with areas of size $20 \times 20 \mu m^2$ are placed at the ends. A structured grid is used in this example although this is not essential. A two-dimensional cross-section of the wire that is embedded in a $100x100 \mu m^2$ block of oxide is shown in Fig. 4. The wire length is $100 \mu m$. The doping of the silicon wire (N-type) is $10^{20} \text{cm}^{-3}$. We apply a current boundary condition at one contact and a voltage boundary condition ($V = 0$) at the other end contact of the wire. The calculations are performed on a mesh of 4851 nodes. Since a current boundary condition is applied at the current injection contact, the contact voltage is computed. The result is shown in Fig. 5. The two curves correspond to simulations with the magnetic field components switched on (curve EM) and with the magnetic field switched off (curve E). As can be seen there is a large difference at the rampup stage. This can be understood as follows: In order to push the current through the silicon wire an applied voltage must be set. Due to the induced electric field, that counters the applied field, a higher voltage must be applied. This is confirmed in the various plots of the field components. Fig. 6 shows the current density in the silicon wire at the time instance $0.30 \times 10^{-9}$ sec, Figures 7, 8, 9 show the electric field intensity, the contribution $\nabla V$ to the electric field and the induced contribution $\Pi$ to this field. Both contributions are roughly equal in magnitude. For completeness, we also show the magnitude of the vector potential, $A$ in Fig. 10. The peak value is $\sim 10^{-7} \text{Wb/m}$. Finally, Fig. 11, shows the magnetic induction. All field plots are taken at $0.30 \times 10^{-9}$ sec. At this time instance the fast-transient phenomena are very pronounced. Finally, Fig. 12 gives the relative change in the voltage of the current-injection contact. The peak value is $\sim 0.07\%$, which is more or less inline with the observations for the static case [12]. All results were obtained with a relative current balance being of the order of $\sim 0.0001\%$. This accuracy is sufficiently high in order to detect the impacts of the various mechanisms.

**b) ESD protection:** A second illustration deals with a stacked diode pair that serves as a prototype for a circuit topology corresponding to an ESD protection structure [17]. The circuit lay-out is found in Fig. 13 and a ‘physical’ realization is shown in Figs. 14 and 15. The latter shows a stretched view of the Silicon-Controlled Rectifier (SCR) by stacking N-doped and P-doped regions. The N-gate contact, the third layer, counted from below, is surrounded by a metallic ring at which the ‘gate’ contact is placed with a load of $50 \Omega$. The current is as given in Fig. 3 and is injected through the top contact LVDS. A ground contact (Gnd) is inserted at the bottom of the stack.

The results of the simulation of the voltage at the LVDS contact are found in Fig. 16. The effect of the magnetic field on the gate current is shown in Fig. 17. Both results clearly
Fig. 4: 2D cross section of the Silicon wire.

Fig. 5: ESD voltage pulse computed in the simulation of the fast-transient signals at the injection contact.

Fig. 6: Current density at $0.30 \times 10^{-9}$ sec. Some reduction is observed in the center due to the skin effect.

Fig. 7: Electric field intensity at $0.30 \times 10^{-9}$ sec. Some reduction in the center is observed due to the skin effect and the value is $\sim 10^3$ V/m.

Fig. 8: Magnitude of the $\nabla V$ at $0.30 \times 10^{-9}$ sec. The maximum value is $\sim 10^3$ V/m.

Fig. 9: Magnitude of the pseudo-canonical momentum $\Pi = \partial_t \mathbf{A}$ at $0.30 \times 10^{-9}$. The maximum value is $\sim 10^3$ V/m.
Fig. 10: Magnitude of the vector potential $A$ at $0.30 \times 10^{-9}$ sec. The maximum value is $3 \sim 10^{-7}$ Vsec/m.

Fig. 11: Magnitude of the magnetic induction, $B$ at $0.30 \times 10^{-9}$ sec. The maximum value is $\sim 10^{-2}$ T.

Fig. 12: Relative change in the voltage of the current injection contact due to the Lorentz force.

Fig. 13: Circuit layout for use of a Silicon-Controlled Rectifier (SCR). The location of the SCR is encircled and is presented in more detail in Fig. 14.

Fig. 14: Device implementation the SCR. The left picture is a stretched view of the actual implementation that is presented in Fig. 15.

Fig. 15: Actual implementation of the SCR structure.
illustrate that the electromagnetic response has an important effect: There is a significant signal delay more than a change in amplitude of the signals. Finally, we consider the inclusion of the Lorentz force in the calculation. This is done in two stages. First we switch on the Lorentz force corrections for the majority carriers, i.e. in the N-doped regions, the Lorentz force effect is included for electrons, whereas in P-doped regions it is included for holes. At a second stage we include the Lorentz force for both types of carriers in both types of doped regions. In Fig. 18 the impact of the majority-carrier inclusion is shown on the results. The dashed line shows the comparison of the voltage value at the current injection with and without inclusion of Lorentz force, whereas the continuous line shows the comparison for the gate current. In order to see the impact of the Lorentz force for minority carriers, we compare the results of the calculation with inclusion of the majority-carrier Lorentz-force with the results obtained by switching on all terms, i.e. the Lorentz force correction is applied to both majorities and majorities. Fig. 19 shows the difference of the voltage value at the current injection (dashed line) and the difference for the gate current (continuous line) with and without inclusion of the minority-carrier Lorentz-force term. As is seen in Fig. 19, the minority carriers induce a change of the injection voltage value around 1.82 Volt, which corresponds to a relative change of 3.5% as is seen in Fig. 20.

Fig. 16: Change in the voltage of the current injection contact due to magnetic effects.

Fig. 17: Change in the gate current due to magnetic effects.

Fig. 18: Change in the gate current and change in the voltage of the current injection contact (LVDS) due to switch-on of the Lorentz force for the majority carriers.

Fig. 19: Change in the voltage of the current injection contact (LVDS, dashed line) and change in the gate current (continuous line) due to an additional switch-on of the Lorentz force for the minority carriers.

VI. Conclusions

We presented a full simulation picture of fast-transient phenomena. Besides the electromagnetic effects, we provided a method to compute the impact of the Lorentz force. We applied the proposed method to a silicon wire. Furthermore, we applied the method to a simplified implementation of a Silicon-Controlled Rectifier that serves as a local protection structure for forward stress. There is convincing evidence that the magnetic contributions are of the same order of magnitude as the electric contributions. On the other hand, the Lorentz force effects are very minor and can be ignored for most practical purposes (despite the fact that it is an arduous task to compute these effects). In the fast-transient applications that we have done, their impact is of the order of $\sim 0.07\%$ in normal operation but minorities subjected to the Lorentz force and fast transient conditions lead to an appreciable deviation ($\sim 3\%$) for the voltage values that are needed to realize the large transient currents. The proposed method for calculating the Lorentz-force induced modifications may be applied to other fields of engineering and physics in which the Lorentz force plays a more dominant role. For example, the numerical scheme can be applied to simulate Hall sensors.
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